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Mazes have intrigued the human mind for thousands of years, and have been used to
measure cognitive abilities of laboratory animals. In recent years, mazes have been used to
examine the artificial intelligence of robots by observing their ability to traverse mazes using
algorithm for maze exploration and exploitation. A simulation of a multi-agent system is used
to demonstrate the benefits of utilizing a group of several robots in maze exploration. Using
a behavioral algorithm based on Tarry’s algorithm, it is shown that the group performance
improves and becomes more robust as the number of robots increases. In addition, the amount
of data transfer required for group coordination can be minimized to a small set of data items,
which is independent of either the number of robots in the group or the maze size. As a result,
the above multi-agent approach can be scaled up to mazes or groups of any size, as indicated
by the results of the MATLAB-based simulation.

I. Introduction

MAZES have intrigued the human mind for thousands of years [1]. One-well known example is based on the
interaction between Theseus and the Minotaur, which dwelt in the center of a maze. Although the story is

mythological, a maze from the ancient Greek era can be found at the historical site of Knossos. Mazes have also
been used for many years in scientific research where the capabilities of small laboratory animals were tested [2–4],
and in recent years mazes have been used to research the artificial intelligence of robots by examining their ability
to traverse unfamiliar mazes [5–7]. Maze exploration algorithms have been studied since in the second half of the
nineteenth century [8] and they are closely related to Graph Theory, used both in mathematics and in computer
science [9,10]. Usually these algorithms pertain to a single agent traversing a maze. However, multi-agent systems,
especially systems of autonomous robots, are the focus of contemporary research in robots for various applications
[11–13]. Moreover, as computers and robots technologies evolve, it is evident that robots, multi-robot systems in
particular, will be developed and used autonomously in various situations: (a) searching and working in hazardous
or poisonous environments, such as nuclear plants and waste sites, or burning buildings, (b) monotonous and tedious
tasks, such as carrying loads around a plant or warehouse, and (c) operations where the risk and cost of sending
humans are unacceptable, e.g., voyages to other planets in the solar system [8]. Thus, maze exploration algorithms
need to be expanded to the multi-agent case.

The rest of this article is organized in the following way: first, the maze problem and types of mazes are introduced,
followed by known maze exploration algorithms. Then, the notion of multi-agent systems is discussed along with
some examples of such systems. In the next section, the model, which includes a problem statement, and the solution
we used are presented. Next, the figures of merit used to measure the performance of our solution are defined,
followed by results. Finally, conclusions and directions for future work are summarized.
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A. Mazes
Before we describe the problem at hand, let us first define the terms which will be used in this paper. A maze is

a grid-like n-dimensional (usually two-dimensional area) space of any size, usually rectangular [14]. A cell is the
elementary maze item. A cell is defined as a bounded n-dimensional space, usually a two-dimensional area, and is
interpreted as a single location. The term agent is defined as an entity that is able to move within the maze. An agent
can move in any arbitrary direction, provided that the space is not occupied by an obstacle or that the motion does not
violate the obstacle. Thus, we can define two types of obstacles: an obstacle that occupies a cell completely, called a
wall, and an obstacle that separates two adjacent cells, called a partition [14]. It is assumed that any case the obstacle
prevents not only the agents motion, but also the agents sensing or the existence of other agents in the obstructed
space. In the next sections, the classification of mazes according to their properties and some known algorithms for
maze exploration are discussed.

1. Mazes Classification
In typical maze problems, an agent is initialized at a certain start location and is then required to achieve a certain

goal location. The goal location can be inside the boundaries of the maze, for example, the location of a virtual food
or a mythological Minotaur to be slain, or it can be an exit point from the maze. Maze problems can be classified
according to the properties of the maze and the properties of the agents traversing it [14]. The maze dimension defines
the number of dimensions the maze uses, for example, a planar maze uses two dimensions and a cubic maze uses
three [15]. In general, the maze can use any number of dimensions, although it will be difficult for a human being
to conceptualize more than three dimensions. The maze size is the number of cells that comprise the maze. The size
is usually strongly related to the length of the path that connects the start and the goal positions, or distance. The
distance is also determined by the obstacles in the maze, which can be described by either the absolute number of
obstacles or, more significantly, the density of the obstacles, i.e. the ratio of the number of occupied cells to the
maze size. A dense maze may increase the distance, but not necessarily the complexity of the maze. Specifically, a
labyrinth is a maze in which only one tortuous path is possible, thus traversing the labyrinth from start to end may
be lengthy, but not complicated.

The obstacles also provide more sensor information to the agents in the form of distinguishable shapes. For
example, an empty maze will not provide any mapping information to the agent, unless the agent is capable of
sensing and processing the entire space of the maze. A more complicated case is where the agent is unable to
distinguish between repetitive obstacle patterns in the maze, a phenomenon called aliasing [14].

Obstacles also determine the maze topology [16]. A maze can be represented by a graph G, comprised of n nodes,
which are the cells, and e edges, where each edge represents a passable path connecting a pair of two cells. In the
general case, the graph may comprise s sub-graphs, where each sub-graph is not connected to the other graphs, thus
making parts of the maze unreachable for the agent. If the graph is connected, there are two possible cases for a graph
leading from the start point to the goal: only a single path connects the two points, or more than one path connects
them. The former case can be represented by a tree, while the latter is simply a graph, see Fig. 1.

The a-priori knowledge that the agent has regarding the maze is also an important factor. It can range from
no a-priori knowledge to complete a-priori knowledge. In the former case, the agent has to use its own sensory
capabilities to study and map the environment. Once mapping is done, the agent can plan a path that will lead it
from the start to the goal. If the agent has complete a-priori knowledge, then it can simply plan its path to the goal.
However, a-priori knowledge is a necessary but insufficient condition to successful path planning, because not all
mazes are static. Typically, there are three different causes to changes in the maze [14]:

1) Changes to the maze structure, i.e. partition or walls changing their location.
2) Changes in the location of the goal, e.g. the food is moved, or the location of the enemy, e.g. the location of

the Minotaur.
3) Changes caused by the motion of other agents in the maze, in the case of a multi-agent group. When an

agent occupies a cell we assume that another agent will not be able to occupy the same cell, thus the cell is
temporarily blocked until it is vacated from the agent currently occupying it.

An agent ability to learn and interpret the entire state of the maze is a significant classification of the maze as well
[17]. If the agent is capable of grasping the entire state of the maze, and for each sensory stimulus there is at least
one reinforcement action the maze is considered as Class 0. On the other hand, if the agent is capable of obtaining
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Fig. 1 Mazes represented as a tree (top) and as a graph (bottom).

the entire state of the maze, but only some sensory stimulus have at least one reinforcement action the maze is
considered as Class 1. Finally, if the agent is incapable of obtaining the entire state of the maze, the maze is classified
as Class 2. Obviously, Class 2 mazes are considered the most complicated mazes; however, if the agent uses history,
it can eliminate at least some of the uncertainty of Class 2 mazes [17].

2. Algorithms for Maze Exploration
In a general maze exploration, there are two aims that the algorithm has to satisfy: finding a goal and then leading

the agent out of the maze. Maze exploration algorithms have been studied since in the second half of the nineteenth
century [8]. Maze exploration algorithms differ by the amount of a-priori knowledge given as their input. When the
maze is assumed to be known in full prior to the start of the exploration, algorithm for path planning are usually based
on geometry or graph theory. If the maze environment is not known, the agents have to explore it by themselves, sense
the environment, and apply the newly acquired information for further path planning. Therefore, these algorithms are
referred to as “online” algorithms [8], and are usually designed for an agent with vision or tactile sensors. In many
cases, the algorithms depend on the agent ability to sense its environment. In the 1940s, Claude Shannon designed
an algorithm that allowed his mechanical mouse to traverse a maze of 25 cells separated by thin walls in order to
find “cheese” hidden in one of the cells [18]. The algorithm was relatively simple:

1) Enter a cell and mark the direction in which you entered.
2) Try to leave the cell in a direction of 90◦ (either to the left or to the right) to the direction you entered.
3) If the chosen direction is blocked by a wall, return to the center of the cell, mark the direction you tried to

use, and return to the previous step.
4) Repeat until you get to the next cell.

Shannon’s algorithm was demonstrated in a laboratory and proved to work in any maze, in which there are four
directions of motion separated by 90◦ from each other [19]. However, the algorithm is not efficient, as it allows the
blind mechanical mouse to bump into walls and retreat from them. Moreover, a mouse will enter a dead-end cell just
to learn that it is a dead-end and leaving it after four moves. Another well-known algorithm that uses the similarity
between mazes and graphs is Tarry’s algorithm [20]. In this algorithm, the agent starts at an arbitrary initial vertex,
and then follows a set of three simple rules:

1) The agent marks the direction in which it moved along an edge.
2) When the agent enters a vertex, it mark the direction from which it arrived to the vertex.
3) The agent will leave the vertex in the direction of an edge, which has not been traveled before. If no such

edge can be found, the agent will travel an edge, which has already been traveled, but in the other direction.
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Tarry’s algorithm will cause the agent to travel the entire maze, or graph, in a depth first fashion, where each edge
is traveled twice, and the agent finishes the motion at the same initial vertex it started from. Tremaux’s algorithm is
similar to Tarry’s algorithm in the fact that it is based on graphs search and rules, as described by Ball [15]. According
to this algorithm, the agent follows these rules:

1) Whenever the agent comes to a new junction or crossroads, it should take any path from it.
2) Whenever the agent comes from a new path to an old junction, or to a dead-end, it should retreat down the

path leading it to this junction.
3) Whenever the agent comes to an old junction via a path already traversed, it should take a new path if there

is one, otherwise take an old path.
4) A path you have traversed twice should not be entered.

Tremaux’s algorithm has also been used in graph theory as a breadth-first search in a graph. Fraenkel [21] proposed an
algorithm which improves both Tarry’s and Tremaux’s algorithms, by minimizing the times each edge is traversed to
not more than once in each direction. The algorithm follows generally Tarry’s algorithm with precedence to untraveled
edges, and it counts the number of new vertices encountered and subtracts from it the number of untraveled edges
leading from it. By doing so, if the number becomes zero at some vertex, the agent should follow an untraveled edge
leading from it, and if none exists it should retreat its way until reaching the initial position.

It is worth noting that all three algorithms described above assume that an agent is capable of following corridors
(or edges in the graph theory notation), identifying dead-ends and intersections (i.e. vertices), and knowing which
vertex has been visited, and the direction of travel of each edge. While these assumptions are valid in modern robotics,
with modern sensing and computational capabilities, this is not necessarily the case in simple robots. We assume
that our robot is capable of knowing its position by usage of a GPS-like sensor, and sensing its surroundings using
various vision and proximity sensors (see Fig. 2).

Another simple algorithm, which requires much less of the agent’s sensing capabilities is the Pledge algorithm
[22]. This algorithm can be used only by an agent trapped inside a maze, and assuming that the direction towards the
exit is known. In this case the agent selects the direction to the exit as a reference direction. Then, it will follow this
direction until it bumps into an obstacle. Then, the agent should turn to the left, and follow the obstacle, where in
each step the azimuth is measured relative to the reference direction, by adding its rotation to the previous azimuth.
Once the agent returns to the original reference direction, it should continue moving in this direction until the next
obstacle.

All the algorithms presented above are designed for a single agent, or robot, working its way in to or out of a
maze. However, none of these algorithms has allowed a group of agents to work a maze in cooperation. The Pledge
algorithm, for example, has no provision for such expansion. In this effort, we decided to expand a rule based

Start 
Point

End 
Point

Fig. 2 Two-dimensional maze investigated (based on http://webscripts.softpedia.com/script/Games/Matlab-Maze-
33561.html).
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algorithm, e.g. Tarry’s algorithm, to allow the agents to work together. The next subsection explains the concepts of
multi-agent systems, and specifically the nature of rule-based coordination of multi-agent systems.

B. Multi-Agent Systems
Before discussing the topic of cooperative multi-agent system, one must define the terminology used. In general,

multi-agent systems are inherently interdisciplinary, and different researchers use different terminology that is specific
to their area of expertise. For example, Mataric [23] uses the term multi-agent systems to systems of multiple robots,
and the behavior that result from their interactions is referred to as group behavior. Reif and Wang [24] refer to a
system with multiple robots as a very large scale robotics system (VLSR). Beni and Wang [11] used the term swarm
to define a multi-robot system. In this document, since it deals with simulated UAVs, the term for each individual
within the system is agent, and the whole group is called multi-agent system or group.

In multi-agent systems, the term behavior is used to describe two different phenomena: the actions and movement
of one agent in respect to its environment and states, and the global actions and movement of all the agents. In
this research, the term agent behavior is used in reference to the individual agent behavior and the term emergent
behavior describes the behavior of the whole system of agents.

Other researchers used slightly different terminology. Mataric [23] used basic behavior to describe behavior that
“either achieves, or helps achieve, a relevant goal”. In a later work, Mataric [25] used Steels’ [26] term emergent
properties to describe the resulting overall behavior of a multi-agent system. Reynolds [27], on the other hand,
referred to the actions of each agent simply as behaviors, and does not use any terms to describe the resultant
systemic behavior. Other terms used to describe the resultant systemic behavior are: swarm intelligence [11] and
behavior [24].

In this work, the agent’s behavior is defined by a system of heuristic decisions. The basis for inference which
in turn leads to decisions are referred to as rules. In the literature, two major types of rules such as reactive and
deliberative, or planner-based [28] are found. A reactive set of rules makes decisions based upon its current state and
knowledge of its environment (local or global). A deliberative set of rules, on the other hand, makes decisions several
steps forward into the future, based on estimation of the current situation and on a model of the environment in the
near future. The different types of rules yield different characteristics: reactive models usually yield robust behavior
to a noisy and dynamic environment, but cannot be classified as optimal. On the other hand, deliberative models can
be designed using optimal control methods, but is usually sensitive to changes in the environment and uncertainties.
Many of the systems discussed in this section incorporate a hybrid deliberative/reactive model, and utilize partial
knowledge of the environment to provide better decision-making capabilities to the agents. In the hybrid model
used in this work, each agent will use self-generated or other agent’s partial data of the environment as a basis for
decision-making. Table 1 gives a list of the terms used in the study.

1. Taxonomy of Multi-Robotic Systems
In order to discuss the qualities of existing multi-agent systems models in a meaningful manner, it is important to

classify each system architecture according to the system assumptions and capabilities. Dudek et al. [13] provides a
taxonomy of multi-agent systems that classifies them by use of seven categories: size, communications range, com-
munications bandwidth, communications topology, collective reconfigurability, processing capabilities and group
composition. It has been shown in previous works that this taxonomy can also be used to analyze the performance
of the group [29–31]. Of significant importance in this work is the group size. The size category refers to the total
number of agents acting in a system within an environment. Dudek classifies all agents within an environment to be a
part of the same collective, but, as Lotspeich [32] offered in his work, it is possible in a real-world application to have

Table 1 Terms and definitions

Term Definition

Agent An individual in a group, representing a single robot
Multi-agent system A group of agents or robots
Emergent behavior The behavior of the whole system of agents
Rules The criteria used by the heuristic algorithm in decision making
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different groups of agents acting within the same environment with or without any form of collaboration. This work
will use the term size to denote the number of agents in a particular group of agents. Dudek et al. [13] define in their
taxonomy the following categories: a group of a single agent (SIZE-ALONE), a group of two agents (SIZE-PAIR),
a group of a finite number of agents (SIZE-LIM), and a group of infinite number of agents (SIZE-INF). Although
this is not possible in real-world, Dudek offers a notion of a group of agents in search and rescue mission, in which
the environment is filled with more agents until either the goal is met or until every space of the environment is filled
with an agent. In our case, this can be easily understood as the entire maze being filled by agents. We will show that
for practical purposes, even smaller amounts of agents are enough in order to deem the maze as entirely “filled” by
the agents.

Another important category in Dudek et al.’s [13] taxonomy is the communication range. Communication range is
used to describe the distance that the agents are capable of sending their messages to other agents in the group (note:
this does not include other communication capabilities such as communication with a human operator). Dudek uses
COM-NONE to refer to a situation where there exists no explicit communication between the agents. The agents can,
of-course, use implicit communication via manipulating the targets in the environment as offered by Franklin [33],
or as insects use pheromones (chemical scent markers) left in the environment (also known as stygmergy [34,35]).
When explicit communication exists, COM-NEAR applies to systems that assume some limit to the communication
range, be it arbitrarily large whereas COM-INF assumes that there exists no such a limit, or in other words all the
agents are able to communicate with one another regardless of range. This is, of course, unrealistic, but can be used
to classify a system in which the communication range is far greater than the environment size, and because all the
agents are acting within the environment, each agent acts within the communication range of the other agents.

In this work, we assume COM-INF range, although the algorithm itself is based on the stygmergy of ants, meaning
that the same algorithm can, in theory, be achieved by using markers left in the environment. In the other categories
defined by Dudek, we use the following: broadcast communications topology (TOP-BROAD), limited communica-
tion bandwidth (BAND-LOW), motion coordinated by communications (ARR-COM) for reconfigurability, turing
machine equivalent (PROC-TME) as the basic computational model, and a group composed of identical agents
(CMP-IDENT).

2. Coordination of Multi-Robotic Systems
Advances in technology have made it possible to field autonomous groups of robots that can be deployed in teams

to accomplish various missions [36]. For example, one such direction is the US Department of Defence (DOD) UAV
roadmap which has called for development of multiple UAV systems [37].

Coordinating multi-robotic systems depends on the amount of knowledge existing before the mission. If the
information is complete, and no changes are made to the environment during the time of execution, optimal algorithms
can be used for mission coordination [12,36,38]. However, such cases are not too common for various reasons,
and indeed the true strength of an autonomous group rises from its ability to work in an unknown territory, with
many changes happening while the mission is executed. Solving this problem using optimization can be extremely
complicated, and most algorithms dealing with this problem have been based on heuristic solutions [35,39–43].
These algorithms usually use simple rules, which are based on behavioral models, to yield the desired, often complex
[44,45], emergent behavior.

Of specific interest to our research is the way ants are capable of coordinating their mission. Since the 1990s, several
researchers has proposed to solve complex problems, e.g. The Traveling Salesman Problem or network routing, by
using algorithms inspired by the emergent behavior of ants foraging[46–48]. It has been found that foraging of ants
can be explained by a set of simple rules:

1) If the ant does not carry food, it should choose its next move with higher probability to the direction with
higher scent of the “food” pheromone.

2) When the ant moves towards the food, it will release the “home” scented pheromone.
3) When the ant reaches a food source, it will start carrying food and releasing “food” scented pheromone.
4) If the ant carries food, it should follow the path with strongest scent of “home” pheromone.
5) Once the ant reaches the nest, it will leave the food at the nest, and repeat from 1.

This simple mechanism generates the emergent behavior of ants foraging and bringing food from the source to the
nest on the shortest path. The use of pheromones and other signs in the environment was proposed to solve various
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problems, using a mechanism called stygmergy.We show that maze exploration algorithms can be expanded by similar
simple means of communications, either implicit through the environment or limited explicit communications.

II. Model
A. Problem Statement

We solve the following problem: given a maze of n − by − m cells, a group of agents must start at a starting point
and find its way to the goal, which is the exit at the other end of the maze. Without losing generality, we define the
entry point to the maze as the top left corner, and the exit from the maze (the goal) as the bottom-right corner. The
maze is considered as complete when the entire group finds its way to the goal. In the next sections, we describe the
maze and the capabilities of the agent we use in our simulation.

1. The Maze
The maze we solve is generated by a maze generation program written in MATLAB® based on

http://webscripts.softpedia.com/script/Games/Matlab-Maze-33561.html. The program generates a maze, which is
of the tree type, i.e. only one solution exists from the start point to the goal location. The program allows to control
various parameters of the maze: the number of rows, the number of columns, and the pattern of the partitions dividing
the cells. In addition, all the corridors between partitions are a cell wide, and we assume that the cell dimensions
allow only a single agent to be in it at a certain time instance, see Fig. 2.

The maze pattern allows the maze to have random, vertical, horizontal, checkerboard, spiral, and burst options.
We always choose the random pattern, which randomly chooses one of the other patterns, in order to test the ability of
the algorithm to traverse a maze of any shape, without preference to a certain pattern. The maze generation algorithm
is initialized with all the partitions intact, which leaves n − by − m unconnected regions. Then, based on the selected
pattern, partitions are gradually deleted, and the regions separated by the partition are unified. When the number of
regions reaches 1, i.e. the entire maze is connected, the maze generation algorithm rests.

The program allows to generate a rectangular maze of any size and pattern, which will allow us to test the scalability
of our solution to any maze size.

2. The Agent
We base the agent properties on the specification of K-TEAM Corporation’s Khepera III robot, as described

in http://www.k-team.com/kteam/index.php (Fig. 3). This robot, which is the third generation of the Khepera robots,
is a robot that has been designed and developed to be used in a multi-robot swarm. It features a powerful 400 MHz
processor, 64 MB RAM, nine infrared proximity sensors with a range of up to 25 cm, two infrared ground proximity

Fig. 3 The Khepera III robot, whose specifications we use for the agent’s definition. Photo taken from
http://www.k-team.com/kteam/index.php.
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sensors for line following, and five ultrasound sensors with range of 20 cm to 4 m. For wireless communications, it
has a Bluetooth adapter and wireless ethernet card. The robot has a diameter of 130 mm, and height of 70 mm, and it
moves at speeds of up to 0.5 m/s. Although wireless ethernet communications between any two robots are performed
via a wireless router, the router is merely a communications channel, and we will assume that the communication is
direct between the robots.

The Khepera III is not equipped with navigation system; however, we assume that our agents know their accurate
cell position using a device that transmits their location to them. This device comes to simulate a local GPS-like
navigation system. In a laboratory setting, we intend to implement this system by using video cameras that will be
able to see the entire maze from above. The video will be processed in order to calculate the location of each robot,
and then this location will be transmitted to the robots using the wireless network. Naturally, such a process may
result in estimation errors, but we assume that since a cell size is about 20 cm in each dimension (has to be a bit
larger than the robot itself), the estimation errors will be much smaller than cell resolution.

B. Multi-Agent Solution
In this section, we define our solution to the given problem. We first discuss the processing scheme of each agent,

followed by an explanation of the algorithm, and we conclude with detailing the communications required to be
transmitted by each agent.

1. Agent Processing Scheme
The simulation runs in discrete steps. During each step, all the agents follow the entire processing scheme described

below. The processing is done one agent at a time, which is a limitation on the real case where each robot is able to
process its motion in parallel to the other robots.

Each agent follows the following processing scheme: it first receives communications from the other agents, and
the communications, combined with sensors inputs, are processed to generate a mapping of the environment. Using
the mapping, the agent invokes its maze exploration algorithm, and determines its move to the next cell. This move
is executed by the agent, which then updates its position, based on the input from the external navigation system,
and its mapping of traveled and untraveled cells. Finally, the agent transmits its findings of the environment to the
other agents.

We defined the problem as getting a group of agents into a maze from one point, finding the exit on the other side
of the maze, and then getting the entire group out of the maze through that exit. Therefore, the maze exploration
algorithm has to deal with the two phases: finding the exit as quickly as possible and leading the agents out of the
found exit.

During the search for the exit, each agent follows a generalization of Tarry’s algorithm, but the difference is that
the knowledge which cell has been visited is shared by all the agents. Each agent follows the following rules:

1) The agent should move to cells that have not been traveled by any agent.
2) If there are several such cells, the agent should choose one arbitrarily.
3) If there is no cell that has not been traveled by an agent, the agent should prefer to move to a cell that has

not been traveled by it.
4) If all the possible directions have already been traveled by the agent, or if the agent has reached a dead-end,

the agent should retreat until a cell that meets one of the previous conditions.
5) All the steps should be logged by the agent in its history.
6) When retreating, mark the cells retreated from as “dead end”.
To fulfill the above conditions, each agent holds a map of the maze, where each cell is represented by its column,

row, and four directions (up, down, left, and right). For each combination of column, row, and direction, the agent
maintains a score in the range of [0,1], where 0 is “avoid moving in this direction” and any value above it represents
the inclination of the agent to move in this direction. Initially, all the locations and directions are given the score of 1.
From this situation, an agent gives a score of 0 to a direction, which is blocked by an obstacle, as seen by the agent’s
sensors, or to a direction marked as dead end. Other values are reduced based on the agent’s motion: the direction in
which the agent moved, and in the new cell the direction leading to the previous cell.

When the data are communicated to the other agents, each agent reduces the value of a triple column, row, direction
based on the value communicated by the other agents. Thus, the agents are repelled from each other by the choices
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of the other agent. Of course, when there are no other options, the agents will converge to each other, because a value
greater than zero is still better than the value of exactly zero.

When one agent chooses to move to a direction of a cell already occupied by the other agent, it will wait for the
cell to be vacated. This situation may result in a dead-lock if one agent is trying to enter a dead-end while the other
agent has already reached the dead-end and is now retreating from it. To solve this problem, each agent will reduce
the value of the selected direction as if it has already moved in this direction. This will allow the agent further away
from the dead-end to choose a new direction if the cell is not vacated, because the agent occupying it comes from a
dead-end. Thus, all possible “dead-locks” are resolved by this procedure.

Remembering that the maze in question is of the tree type, we take advantage of the fact that only one solution
exists that connects the entry point and the exit point, and since all the agents start from the same entry point, they all
share at least a single location in their path. Thus, the algorithm of the second phase is very simple: given the path of
the agent that was the first to find the exit, the pioneer, each agent has to find the last location from its own-logged
history that matches a location on the path of the pioneer. This location is denoted Last Common Location (LCL).
Then, the agent plans the shortest path from its current location to the LCL by skipping paths that start and end at the
same location, in other words dead-ends. Then, using the logged history of the pioneer, the same process is followed
to plan a path from the LCL to the exit point. The two paths are combined at the LCL and from now the agent is
simply required to follow this path.

While the agent is on its way to the exit, it will wait for other agents if they occupy the position to which it needs
to move. As at this point all the agents are on their way to the exit, all of them will move to any vacant position along
the planned path toward the end. The exit is assumed to be unoccupied when they get there, so that all of them will
be able to exit the maze.

2. Inter-Agent Communication
To facilitate the coordination between the agents, each agent is required to communicate its mapping of the

environment to the other agents. Each agent maintains its own copy of the mapping, and the maximum amount
of communication, if bandwidth and processing are unlimited, is to transmit the entire map. However, most of the
information is both redundant, i.e. each agent has it already, and not changing from one step to the other. The only
changes are caused by the motion of the agents, the immediate local information around the agent, and the agent’s
own decision. Thus, the data required for coordination can be minimized to the following: the agent location, the
agent knowledge about the directions of motion from its current location, and the agent’s next location. Therefore,
only eight pieces of information are required: current column and row (position), a score for each direction (up,
down, left, and right), and the next column and row (location).

III. Results
We set the maze size to be constant, a 10-by-10 maze. Different groups of agents, with size ranging from a single

agent to 40 agents, were simulated. Each group size was tested 250 times using a random maze pattern, which allowed
testing the solution vs all the maze patterns. The results of the runs were analyzed using the figures of merit (FOMs)
defined in the following subsection.

We also try to find an optimal group size to explore a certain maze and to see whether this optimal group size can
be correlated to the maze size. Finally, we show that our solution can be scaled up to any maze size and any group
size.

A. Figures of Merit
The number of steps it takes the group to enter the maze, find the exit, and get all the agents out is counted. The

first FOM is the algebraic average of the number of steps. This FOM represents the time it will take the group to
explore the maze.

The second FOM is the average number of steps measured from the time-step the pioneer finds the exit and until
the last agent reaches the exit. Using this FOM, we differentiate the exploration phases, in which larger groups
perform better, and the pioneer following phase, in which larger groups perform worse. Thus, this FOM is expected
to be rising monotonically with the size of the group.
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The third FOM is the standard deviation of the number of steps. This FOM comes to express how robust the groups
performances are. Smaller groups can find the exit quickly or slowly, but the result depends on the chance. Larger
groups explore the entire maze before finding the exit. This is the strength of the group: its performance should be
relatively predictable.

The last FOM is the percentage of maze which was actually explored before the pioneer finds the exit. This FOM
should be in correlation with the third FOM.

B. Performance
Figure 4 shows the results of simulations runs with a maze size of 10-by-10 cells and the number of agents in the

group varies from a single agent to 40 agents. Each group was run 250 times in random pattern maze generation.
The top line is the total number of steps required for the entire group to enter the maze, find the goal, and get to the
goal. As can be seen, the total number of steps sharply decreases with an increase in the group size for small groups,
reaches a minimum and then increases linearly with the size of the group. The minimum is achieved for eight agents
in the group, and is around 70 steps.

The results show that adding agents to the group improves the group’s ability to explore the maze and find the
goal quickly. This can also be seen in Fig. 4b. However, adding agents to the group requires more steps to get them
all into the maze, because only a single agent can occupy the entry point at a certain time. However, this is not the
only reason for the increase in the number of steps: it takes also more steps since the pioneer agent finds the goal
until the last agent gets there. This can be seen in the middle line of Fig. 4a, which grows linearly from a group size
of two agents and on.

There is a positive side to adding more agents to the group: the group’s performance, in terms of average time
to get all the agents out of the maze, is less sensitive to the maze. This can be seen by the standard deviation, the
bottom line of Fig. 4a, which decreases for small groups and then becomes relatively constant with group size. The
reason is that more agents in the group means that these agents explore the maze more comprehensively (Fig. 4b)
and this decreases the sensitivity to the maze itself. The good thing about it is that the number of agents required to
reduce the group’s sensitivity is small. Indeed, it is even smaller than the number of agents required to minimize the
average number of steps.

It is interesting to see whether the aforementioned results are representative for various sizes of mazes. Figure 5
shows the results of simulation runs, for group sizes ranging from a single agent to 40 agents, for different sizes of
mazes.

As can be seen, the phenomena described above repeat itself for all sizes of mazes. There is a group size that
minimizes the number of steps required for the group, the group performance becomes less sensitive to the maze,

Fig. 4 Results of a 10-by-10 maze simulation: a) Results of simulation runs with 10-by-10 maze: number of steps
vs the group size. b) Results of simulation runs with 10-by-10 maze: fraction of maze explored by the group.
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Fig. 5 Results for various maze sizes.
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and the number of steps required from the pioneer to the last agent increases linearly. The difference is in the effect
that the maze size has on the phenomena: for smaller mazes, they are more significant than for larger mazes. For
example, for a 20-by-20 maze, the average number of steps increases very slightly after the minimum is reached for
a group of about 15 agents (the accurate minimum is almost indiscernible).

C. Scalability
Next we would like to know whether the solution we propose is scalable to any size of maze and group. Figure 6

shows the results of a large maze, comprised of 100-by-100 cells. It can be seen that the group can find its goal

Fig. 6 A time series showing a 100 × 100 cells maze solved by a group of agents: a) The maze traversed after 129
steps. b) The agents at the middle of solution, after 1000 steps. c) The first agent almost reaches the goal, after 1676
steps. d) The pioneer agent reaches the end, after 1729 steps. e) The agents converge to the solution, taken after 2114
steps. f) All the agents reach the end of the maze.
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and it takes 2301 steps to get the last agent out of the maze. The group size in this case is 10 agents. Remembering
that the data each agent communicates are only the local information around the agent, it is not surprising that the
agents processing and the communications are almost not affected by the maze size. The only requirement is that
the agents will be capable of storing a map of the entire maze and log their path history, which is longer as the maze
size increases. Thus, only the agent memory should be of any concern.

The scalability to group size was shown in the previous subsection, where we use a solution for group sizes of
1–40 agents. Here, the scalability should be divided into two parts: the amount of processing each agent is required
to perform and the amount of processing required by the hosting machine. At the level of the single agent, as the
agent is required to process the communications of the other agents in order to generate a single map of the maze, the
complexity of the processing increases linearly with the number of agents. The level of the host machine depends on
the architecture of the processing. In our case, the PC that was used to run the simulation in MATLAB® was running
all the agents in a sequence, without any parallel processing. Thus, the complexity, and the time required for the
simulation, increases quadratically with the number of agents in the group. However, in real application this is not
the case, because each agent resides on a different host: the robot that executes the algorithm. Thus, we assume that
using real robots will keep the complexity linear with the number of agents in the group.

IV. Conclusion
We present the problem of a simple maze, where a group of coordinating agents is required to move from an

entry position to the goal position without a-priori knowledge of the maze itself. We introduce a unique multi-agent
approach, which enhances Tarry’s algorithm to the multi-agent case. The developed strategy enables dispersion of the
agents in the maze and finds an efficient solution to the maze, in terms of the average amount of steps required for the
solution. It is important to note that while Tarry’s algorithm, which is used by the single agent, is a depth-first search
algorithm, the behavior of the entire group is breadth-first search, because each agent is repelled by the other agents.
Thus, we combine the two major search modes in graph theory. This shows the difference between agent behavior
and emergent behavior of a group. Dispersing the agents in the maze allows the group to cover larger fractions of
the maze, thus the group’s performance becomes more robust to the different shapes of the maze.

We are currently expanding this effort to show that the solution we propose can work with a group of agents that
do not start at the same location, therefore nothing guarantees that they have a common location to converge to when
the exploration phase is over. Further directions for future work include extending the algorithm to solve nontree
mazes, validating it with real robots in a laboratory setting, and incorporating human intervention into the group’s
logic.
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